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Longitudinal spatial effects in the nonlinear medium are analyzed in a model for mirrorless optical bistability due to
induced absorption that treats heat conduction, electromagnetic field propagation, and temperature-dependent
absorption. We consider two specific cases: the temperature-induced shift of the absorption peak of bound 1, ,.. %
excitons in CdS single crystals and the temperature-induced shrinkage of the band gap in GaAs/GaAIAs quantum-
well material. For both cases it is shown that the inhomogeneous spatial distribution of the nonlinear absorption
profile along the direction of propagation of the electric field undergoes a first -order-like phase transition commen- S
surate with the transition of the output intensity from one value to another for fixed input intensity. Stability
conditions are presented for the steady states of the output intensity as a function of the input intensity for the cases
treated. There is a multiplicity of bistability curves, and the stability analysis produced the expected branches of
stable solutions.

1. INTRODUCTION with different mechanisms 2
3

.24 as well as predictions of IOB
under other novel conditions. For instance, IOB with atoms

There has been a recent surge of interest in intrinsic optical densely packed so that dipole-dipole interactions become
bistabilityl (IOB), i.e., optical bistability that does not de- important has been analyzed by Bowden and co-work-
pend on external feedback such as from the mirrors of a ers1 .

i
- but not yet experimentally studied.

high-Q cavity. Since the first predictions for the conditions In this paper we analyze nonlinear longitudinal spatial
for IOB, 2.

3 other theoretical calculations have expanded on inhomogeneities associated with IOB due to induced absorp-
the phenomenon for a wide variety of circumstances." 7 tion. We treat two specific cases: induced absorption, 0
The first reported experimental study of JOB was conducted which results when the incident laser field is tuned just
by Hajto and Janossy' 8 in amorphous GeSe2 due to thermal- below the bound-exciton resonance of the I., bound exciton
ly induced absorption, and this was followed by the experi- in thin, uncoated platelets of CdS single crystals, and in-
mental observations of Miller et al. 9 in GaAs/GaAlAs by duced absorption, which results from tuning the laser fre-
tuning just below the band gap. They also analyzed their quency below the band edge in GaAs/GaAlAs quantum-well ALL
results in terms of temperature-induced absorption. Boh- structures. For both cases, the plane-wave propagation of
ncrt et al.,2(

- and almost simultaneously Rossmann et al.,
2

1 the electromagnetic field, coupled with heat conduction and
observed 1OB in CdS. The presence of 1OB in CdS has been the associated boundary conditions, is used to derive the
interpreted as due primarily to effects of electronic origin steady-state longitudinal electric field amplitude, intensity,
owing to saturation of absorption because of the generation and temperature and the temperature-dependent absorp-
of carriers resulting in nonlinear renormalization of the band tion distributions in the nonlinear material. It is shown for
gap with increasing electromagnetic field intensity.' 0 Later, each case that the longitudinal spatial absorption distribu-
Dagenais and Sharfin observed 1OB in CdS at much lower tion in the material undergoes a first-order spatial phase 0
intensities by tuning just below the bound I. exciton reso- transition commensurate with the transition of the system
nance22 and interpreted their results as due t, 4h( inally frow one bistable output intensity to another for fixed inci-
induced increasing absorption. Since these initial experi- dent intensity. The longitudinal spatial first-order phase
mental studies were reported, there have been many other transition is generic to lOB and does not exist for optical
reported results of observations of 1OB in various materials bistability (OB) in the presence of an optical cavity or an

0740-3224/88/010011-08$02.0t) c 1988 Optical Society of America
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ktalonofhighQ. Infact, it rounds out the concept of lOB as the Kramers-Kronig relations. It is to be noted that r is
an example of a first-order phase transition far from thermo- spatially inhomogeneous in the medium and is dependerf on
dynamic equilibrium. The first analysis of the longitudinal the local temperature T. Thus Eqs. (2) are coupled by il.
spatial phase transition for a dense two-level atomic system The temperature T(x) is determined by the heat-conduction
was published by Ben-Aryeh and co-workers.' 5-1 7 With the equation:
exception of the recent work by the present authors, all C a2 T
previous treatments have ignored the spatial distribution a- -. In. (3)
dependence of the field and temperature in IOB due to 'at x 2

induced absorption. where K is the heat conductivity, assumed constant and ho-
It should be noted here that the predictions of Koch et mogeneous, and I= 1(x) is the local intensity of the field. In

a!.2' and subsequent experimental observations of Gibbs et this section and in Section 3 we consider only steady-state
al.

- 6 of the stepwise output as a function of pulsed input solutions, but the time dependence is important in Section 4,
intensity for CdS, which they describe as "kinks," is not at where we take up the stability analysis.
all the same phenomenon that we describe here. In that Maxwell's equations, Eqs. (2), can be simplified further by
case, the sample of CdS (or CdS-doped glass) is excited by a using the transformation
pulse; an instability in the transmission is found to be due to
band-gap renormalization. What we discuss for IOB here is E ,(x) = + E(x)exp T dx'0(x')J• (4)
a genuine, stationary, first-order spatial phase transition. R (BeP[ 2J,

In addition to the treatment of the longitudinal spatialphas ranition, wedic the taty onitdinlsofthe The resulting equations thus have real coefficients, and thephase transition, we discuss the stability conditions of the dispersion 0 appears only in the boundary conditions for the
stationary states for the cases presented. We develop here, field at x = L in terms of a phase factor denoted by
for the first time to our knowledge, a linearized stability
analysis that takes into account the spatial dependence and L = KL - 1L dx'O(x').
intrinsic longitudinal inhomogeneity in IOB. 2 J (

The model is presented and discussed in Section 2 in .4
terms of coupled constitutive Maxwell and heat-conductiv- Consistent with the SVEA, the intensity I in Eq. (3) can be

ity equations. Section 3 is used to present the results of written in terms of the forward- and backward-propagating

numerical calculations for IOB in CdS and GaAs/GaAlAs fields as
quantum-well material. The linearized stability analysis is I = IE+ 12 + IE+12 , (6)
developed in Section 4, which takes into account propaga-

tion and spatial inhomogeneity. This analysis is applied to where the rapidly varying cross term has been neglected. S
the cases treated, and the results are discussed. The final Equations (2), using the transformation [Eq. (4)], become
section is used for conclusions and to summarize the results.

F +-E = 0, (7a)

2. THE MODEL ax 2

Here we review the model presented earlier.1 '' 4 Our model - - - E+ 0, (7b)
for IOB due to induced absorption consists of a set of cou- ax 2 B

pled Maxwell equations for the electric field amplitude in- and (refer to Fig. 1) the associated boundary conditions are
side the nonlinear medium and heat-conductivity equation _
for the temperature distribution in the material. In the at x = 0
plane-wave limit, the positive-frequency part of the field,
E+ , in the medium is given by EF(0) + E+(0) = E+ + E+, (8a)

E+tx, t) = [E+(x, t)eikx + E+(x, t)e-ikxjei t, (1) \[E(0) - E (0)] = (e - E ) , (8b)

where E(x, t) = E+(x, t) + E-(x, t), (E+)* = E-, and E+ and at x = L

E' are forward- and backward-propagating electric field fAi l + -1, '
amplitudes, respectively, and are assumed to be slowly vary- 

) e  = E, (80
ing functions ofx and t. Here = ko, where k0 is the wave[(Le i - (

vector in vacuum and f is the real part of the dielectric F -•Lei= )8

function in the medium. where E, ER, and ET are the normally incident, reflected, ?%Ik

For steady state and in the limit of fast relaxation of the and transmitted field amplitudes, respectively, and ( is the 1.1
medium. Maxwell's equations in the slowlv varying envelope dielectric constant of the external medium, whereas ( is the %
approximation (SVEA) are linear dielectric constant of the medium.

1aFk 0F In terms of the incident intensity It and the transmitted AA%
- t+ - + E- = 0, (2a) intensity IT, the boundary conditions. Eqs. (8), give
c Ot x

+ E+ = 0, (2b) _ I_(L),_(9
c at ax 2 B IT1 (/2 L), (9)

where ? = a + i3 and a and 0 are corresponding absorption ,+h)
and dispersion functions in the medium and are related by If =a'IF(O) + b*2IB(O) + 2ab Re[E+(0)E-(0)II, (10)

S
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where [ii T(x )J

a = (/q)t2 + 1, b = (E/W) 7
- 1, (11) 1 + i'(l - w1[T(x)J

and with the explicit form for the absorption part of Eq. (14)
Iv(x ) = 1E+(X)I2, I,1(x) = 1Eh(x)12, taken from experimental data for 7t, = 7 K:

I(x) = 1E+ (x)12 + IE+(x)12 . (12) 1 13 + 0.04(T - T) (15
10 1 + [- - w,( T)12(0.4 )21

For the boundary conditions associated with Eq. (3), we
have adopted the following form: in units of reciprocal micrometers, where 7' is in degrees

X = 0 Kelvin and (w - w,) is in the unit of reciprocal centimeters.
HIT(x) - T= = I(x)(x) (13) In addition, the following empirical relation is used for the

temperature, T, depende.Ke ,f Loe peak of the b ti tion.
where Ho and H1, are related to the geometry and the thermal
resistance at the respective boundaries and Th is the ambient w,,(T) = ,,(0) - AT'. (16)

temperature. Since a = a[T(x)] is a nonlinear function of This relation is valid for 0 < T < 40 K with the parameter
the temperature in the medium, Eq. (13) constitutes a non- values A = 1/80 cm -1 K and w,0) = 20531 cm - 1. The
linear relationship between the temperature T at each conductivity K of Eq. (3) is taken as i O- W/um K. S
boundary and the field intensity I at the respective bound- As is discussed in Ref. 1:3, the lOB in this case is extremely
ary. Thus the local bistable condition throughout the medi- sensitive to the heat-conductivity boundary conditions, Eq.
um is controlled at the boundaries. (13) and, in fact, is dependent on these conditions, whereas

The set of coupled constitutive Maxwell equations and the the boundary conditions, Eqs. (8) for the field equation-, %,%
heat-conductivity equation, Eqs. (2) and (3), together with Eqs. (7), do not cause bistability. We discussed previously
their associated boundary conditions, Eqs. (8) and (13), rep- that the threshold conditions and hysteresis in the output
resent our model for IOB due to induced absorption. Here intensity l,,, as a function of the input intensity I,, can be
we apply this model to two distinct cases, which we treated strongly affected by changing the boundary conditions asso-
previously, to discuss a new aspect of the first-order phase ciated with the heat conduction.
transition, namely, the longitudinal spatial inhomogeneity In a manner similar to that discussed in Ref. 13, we have
associated with the intrinsic local bistability in the medium. numerically integrated Eqs. (7) and (3), using the associated
The two cases that we shall address are the following: Case boundary conditions, Eqs. (8) and (13), and the empirical
A, the situation in which the incident field is tuned, at low relations (15) and (16) for T, = 0 and, for Eq. (13). HL = H,! _
field values, just below the absorption resonance for the 3. Because the heat-conductivity boundary conditions are
bound I exciton in CdS single-crystal platelets; and Case B, suitably chosen at the two ends of the CdS platelet (Fig. 1),
in which the laser field is tuned just below the band edge in a we obtain two hysteresis conditions, one due to increasing .

GaAs/GaAIAs quantum-well structure. With regard to induced absorption at lower-field values and the other due .1.'
Case A, the change in the nonlinear absorption as a function to decreasing induced absorption at the higher fields. The
of the internal field intensity causes nonlinear inhomogen- results are qualitatively the same as those reported earlier
eous heating of the material with a consequent local shift of and are shown in Fig. 2. The only difference between the
the absorption peak to lower values with increasing local results shown in Fig. 2 and those reported earlier"1 is that in
iemperature; whereas in Case B, internal heating of the this case we have chosen the ambient temperature T1, = 0 formaterial causes shrinkage of the band gap to lower values for convenience.

increasing local temperature. The absorption profile a(x) before switching from the
The model presented here was used previously to analyze high to the low transmission state is shown in curve (a) of

both cases. The absorption a and the dispersion 3, as func- Fig. 3, which corresponds to point a in the inset of Fig. 2. 0
tions of local temperature T(x), are, however, of entirely After switching to the low transmission state, for the same
different origin in the two cases and are of completely differ- input-field intensity, the absorption profile a(x) changes to
ent functional form. The boundary conditions are also that shown in (b) of Fig. 3, which corresponds to point b of
quite different in the two cases. Each case, however, repre-
sents a generic prototype, as will become apparent in the
development in the next two sections. In Section 3 we T (0) T ( L)
discuss results for longitudinal spatial inhomogeneities and
first-order phase transitions corresponding to lOB due to
induced absorption in the two kinds of system.

3. LONGITUDINAL SPATIAL FIRST-ORDER
PHASE TRANSITIONS

A. Case A: CdS
Here we discuss 1OB due to induced absorption associated
with the resonant absorption nonlinearity in CdS due to the 0
bound 1, exciton. As previously discussed,:' we adopt here
the empirical form for the function q of Eqs. (2): Fig. 1. CdS configuration.

O

*.-,'.
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100 discussed above is primarily associated with the input-side
4 thermal boundary condition, and the qualitative aspect of

ut the behavior depicted in Figs. 2-5 is dependent on this
d a boundary condition. Since there is a boundary condition of

J out 2 the same nature associated with the output boundary, and
since, as air .ady noted, the temperature at that boundary

50 1 b has decreased in the transition from the high to low trans-
5 0 / mission states, it is anticipated that another phase transition
0 2 will occur at higher input intensity. This transition is

shown in Fig. 2 and is due to decreasing absorption.
Thus, as the incident intensity is increased, the peak of the

0 0 d 1 absorption profile, a(x), appears at larger values of x owing
to the monotonic increase in the intensity in the medium,

0 . 17i5 a(x), and the distribution a(x) is reshaped longitudinally.
The behavior for t(x) is displayed in Fig. 7 for two different

Fig. 2. CS increasing and decreasing absorption hysteresis in input-field values as indicated in Fig. 2 along the lower
scaled intensities, J = I/H: b, lower field (increasing absorption output-field branch. In other words, as the internal intensi-
regime); c, higher field (decreasing absorption regime). ty (x) is increased further throughout the medium, the local

absorption peak, wo[T(x)], shifts to lower values, and since

()the laser frequency WL was set at a value less than wo0 at low
_b input fields, the absorption resonance is swept through the

laser frequency for a larger portion of the material medium.

This behavior is evident from Eqs. (15) and (16).

The local IOB of the material is expressed explicitly in
terms of the boundary condition (Fig. 6). However, because

-a) of the large and dominant diffusion in this case, because the
heat conductivity K is large [Eq. (3)], the spatial phase transi-

I I I tion corresponds to a kind of Maxwell construction far from
0 x L thermodynamic equilibrium. Thus the intensity distribu- %

Fig. 3. a(x) for the case of Fig. 2. 1
Fig. 2. Thus the peak of the absorption has swept through %
the fixed field frequency in the medium for a portion of the
nonlinear medium nearest the left-hand boundary, and, con-
sequently, the peak in the spatial distribution of the absorp- I(X) (a)
tion appears in the medium, just inside the input boundary.
The upper and lower curves for a(x) in Fig. 3 are the spatial -
absorption distribution profiles corresponding to the low
and high transmission states for the same value of the (b)
threshold input field intensity [Fig. 2 (inset)]. Thus the %
spatial distribution for the absorption a(x) changes abrupt-
ly, corresponding to the switching of the output intensity

from high to low transmission, and constitutes a manifesta-
tion of the first-order phase transition. This aspect of the 0 x L S

phase transition is intrinsic to IOB and, of course, cannot Fig. 4. I(x) for conditions corresponding to Fig. 3: (a) before

occur in optical bistability that depends on optical feedback, switching; (b) after switching.

as in a nonlinear Fabry-Perot or ring cavity.
The corresponding intensity distributions in the medium,

I(x), are depicted in Fig. 4, and the corresponding slowly
varying forward- and backward-propagating field ampli- ,E_

tudes are shown in Fig. 5. Also noted is the change in the
overall, or average, temperature gradient across the sample
by more than a factor of 10 associated with the transition. E(x) .- (%
In the change to the lower transmission state, the tempera- E" .
ture in the sample at the input boundary has increased by (- b )
13.5 K because of increased absorption, whereas the corre-

sponding temperature at the output boundary has dropped Ea(s) (a)
by 3.1 K, which is due to the drastic decrease in field intensi-
ty, 1(x), near that boundary. (x) (b)

The heat-conductivity boundary condition, Eq. (13), us- 0 x L
ing Eqs. (15) and (16), is shown in Fig. 6 for the input side. Fig. 5. (a) Ep(x) and EF(x) before switching (Fig. 3). (b) E5 (x) and
This shows that the low-field first-order phase transition Ep(x) after switching (Fig. 3).

%
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20 It is noted that the temperature at the output boundary

= has increased by nearly a factor of 4, where, in contrast, the
temperature at the input boundary remains nearly fixed %
with respect to the transition. Thus the transition dis-

0 cussed here is associated primarily with the output bound-
ary condition, Eq. (13). The large increase in the tempera-
ture at the output boundary is due to the relatively large
increase in the intensity I(x) near the output boundary.
Here, the absolute value for the average temperature gradi-

10 ent across the sample drops in the transition from the low to
the high transmission state. Noted here is an actual inver-
sion of the gradient, so the temperature at the output is
greater than the temperature at the input, i.e., T(L) > T(O).

If the input field is decreased from a high viie, an inter-
mediate field threshold is reached, as depicted in Fi 2.,
Figure 9 shows the absorption profile a(x) for the high and
low transmission states, respectively, at the indicated

0 _threshold input field. Here the peak of the absorption pro-
file a(x) switches back into the material in the transition
from the high to the low transmission state (Fig. 9). It is

din interesting to compare the profile, a(x), in the low transmis-
Fig. 6. AT versus Jj, at the input face from Eq. (13) for conditions sion states in Figs. 9 and 8. In the former case, the absorp-
of Fig. 3. Here, Ji,, = I/H. tion peak is located deeper into the material as compared V

with the latter case, which is, of course, expected, owing to
the difference in the respective input fields.

We note, in connection with Fig. 9, that T(O) remains
approximately fixed but T(L) decreases markedly through

(C) - the transition, indicating that the phase transition associat-
(d) ed with the high-field, counterclockwise hysteresis is associ-

(e)

0L (x)

0 X L
Fig. 7. Input field lj. dependence ofthe nonlinear absorption, 0(x).

tion [I(x), Fig. 41 is monotonic. For vanishingly small diffu- (f)

sion in a transport equation, we would expect an abrupt OX
change in lRx), at some 0 < x < L, introducing a spatial 0 •
dscanen in ),th somlear x L aintroduci a s a l- Fig. 8. o(x) at higher input field, second threshold: (e) low trans-
discontinuity in the nonlinear index An and a sharp bound- mission (Fig. 2); (fM high transmission (Fig. 2).
ary in the material between two spatially separated phases. 0
This kind of phase transition was referred to earlier.1 7 The
case treated here is for the opposite limit, i.e., large diffusion, I
which is the natural situation for thermally induced absorp-
tion.

A second, or high-field, threshold is reached, which is
shown in Fig. 2 for the output intensity 1,, versus the input (h)
intensity in. The spatial absorption profiles at threshold, oc. (x) (g)
corresponding to the low and high transmission states for
the same threshold input field, are shown in Fig. 8. In this % %
case, the absorption peak is -.witched out of the medium as % '

the input field is increased, and, in contrast to the low-field S
phase transition, this situation corresponds to switching due
to decreasing absorption. Thus the hysteresis loop is coun- I
terclockwise, as opposed to the clockwise hysteresis associat- 0 X k
ed with the low-input-field transition, which is due to in- Fig. 9. (x) at lower input-'ield threshold in high-input-field re-
creasing absorption. gime: (g) high transmission (Fig. 2); (h) low transmission (Fig. 2).
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The absorptioni profile. ot), is shown in Fig. 1.1 fl six od j.

the eight threshol conditions depicted in Figs. 12 and 1:.
At the ,,iw -iput -fied threshold, the ransition front the
high to the low transmission stale, (Ienoted 1) a and 1,
respectively in Figs. 12 and 13, corresponds Iothe change in

C((i) the absorption (list rihut ion, ,(xw . in the inaterial denot ed b
tcurves a and 1) in F'ig. 1 4. Th us t he a hsorpt io n piroi imle oft the
I)and edge switches into the medium as the sample switches
from the high to the low transmission state. The corre-
sponding transition at the input boundarv is noted i n Fig. 12.

() and it is seen that the transition is associated primarily withI I I

0 X L o5
Fig. 10. mtx) at lowest input-field threshold: (i) low transmission
(Fig. 2); (i) high transmission (Fig. 2).

04

ated primarily with the output-side heat-conductivity 0 3
boundary conditions.

Finally. for still lower values of the input-field intensity, T
the lowest field threshold is reached, as shown in Fig. 2. 0
Figure 10 shows the absorption profiles ,Y(x) in the low and
high transmission states, respectively. Here, the tempera- 0 1-
ture T(L) changes relatively little, indicating that the transi-
tion is controlled primarily hy the heat-conductivity hound-
ary conditions at the input boundary. 0

280 300 320 340 360 380 400

B. Case B: GaAs/GaAIAs T
For Case B we discuss 1013 due to induced absorption using Fig. 11. ,("'I) versus 7' for (aAs/;aAlAs.
the nonlinear absorption associated with tuning in the re-
gion of the hand gap in GaAs/GaAlAs multiple-quantum-
well structures. Here we use the empirically determined
absorpt ion funct ion 500 400

T,
(mw, T') =r em x

+ 2(V 1 + exp 400 350 f

b.

X II + exp(-23rR, /2l, - W''-2)1- ', (17) _
where all the constants, ,, I', M, , ', 12, 2, 9h,, Q_ ,., I'., and R,, C e

b a

are given in Ref. 14. The hand gap has the temperature, 30 a 300
dependence. 300 I,,, ., -%

AT 2  (18) (a) '-
T + B Fig. 12. (a) l", versus I t'fr (;aAs/(aAlAs. th "/',,, versus I,,,, for

where P, (0) = 1.51216 eV, A = 8.87 x 10- K-1, B = 572 K, (;aAs/(;aAIAs.
and 7' is in units of K. The results discussed here pertain
exactly and explicitly to the calculations and results report-
ed earlier and appear in Ref. 14. Equation (17), ( T) versus
T. is shown in Fig. 11. e

I he geometry ut the configuration is discussed in Ref. 14.
Equat ions (2) and (3) are integrated across the sample under 

, l e

steady-state conditions and with the appropriate boundary ut
co~nditioins, as discussed in Ref. 14. The heat-conductivityd
boundary conditions, Eq. (13), are shown for this case in d
Figs. 12(a) and 12(h) for the input boundary and the output
houndary of the sample, respectively. The corresponding c b
output intensity 1,,, versus the input intensity I,, is repre-
sented in Fig. 1:1. These results are identical to the results in
reported earlier hut are reproduced here for clarity. Fig. I3. ,, versus I,, for ondit ions of Figs. I I and 12,

2" ::-
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1 5Epj,(x ' t) 6 E, ,(tx, 0 + n -, (x, 0)i,-
c It o x ' 2 "1

+ (EF., I) T= 0 (19)

and

C _ T = I IT + 2a(EF),rEfI + 2a(E;,)jSEf, "'%.'
I t ox 2 r IT v I.

(20) d
a

d where ( ) denotes the steady state and we have dropped the
superscript + for convenience. The usual stability analysis

0 X is carried out by solving the linearized differential equations
Fig. 14. a(x)forGaAs/GaA1As. The conditions are the same as for and letermining a set ofeigenvalues JXl that express the timeFigs. I1I-13. deveiopment through the relations

the input boundary, whereas the corresponding changes at bEp.j(x, t) = IE1 ..B(x)e t, 5T(x, t) = bt"(x)e". (21)

the output boundary are relatively minor.
For higher values of the incident field intensity, the edge The numerical solution corresponding to this procedure has 0

of the absorption profile penetrates deeper into the medium been carried out by one of the authors "7 using finite-differ-

until the higher field threshold is reached, denoted by e-f of ence methods. We present here a different approach based

Figs. 12 and 13. The corresponding absorption profiles a(x) on approximations intrinsic to the particular systems treat-

for the high- and low-transmission states for this threshold ed here. This approach, though less general than the con-
condition are shown in Fig. 14 and are denoted by e and f, ventional one, has the advantage of producing transparent

respectively. Thus the edge of the absorption profile a(x) is analytical results. The numerical results2 7 are in agreement ... ,

swept out of the medium. This transition is controlled pri- with those given here.
marily by the boundary conditions at the output boundary, Because of the high diffusion limit applied to the cases
as noted in Fig. 12. treated here, the heat-conduction equation, Eq. (3), cannot

Unlike the situation for Case A, for which a(x) has a well- contribute to instabilities associated with the steady state. %e .
defined absorption maximum, the high- and low-field tran- This is evidenced by the fact that the temperature gradient S

sitions each correspond to transitions due to increasing ab- in the material is essentially linear. Furthermore, as we -. ',-

sorption and thus give rise to clockwise hysteresis loops. In have demonstrated in the previous sections, the bistable r
other words, as the incident field intensity is increased, the behavior of the system is entirely associated with the multi- -

absorption distribution a(x) in the material increases mono- valued solutions of the boundary values at the two ends of

tonically to saturation. the sample [Eq. (13)]. Consequently, under the approxima- %

In this section we have treated the longitudinal spatial tion that bistable switching is independently controlled by

first-order phase transition associated with the spatial de- the nonlinear boundary conditions at the two end faces of

pendence of the absorption distribution a(x) in the material the material, we analyze the stability at x = 0 and at x L
for lOB due to induced absorption. This gives rise to a kind separately.

of Maxwell construction in the material far from thermody- First, consider Eq. (19) evaluated at x = 0:

namic equilibrium and rounds out the profile of a first-order X tIl/(x) + x+
phase transition interpretation of IOB. This bears out the c + 2
intrinsic nature of the phase transition in IOB. I

In Section 4 we discuss the stability conditions for the + 1Epjn IT(M0 0; (22)
cases treated in this section. 2 Z'8TJ.

and hT(0) and &p-ji(x) at x 0 are related through Eqs. (8)
4. STABILITY ANALYSIS and (13):

We shall address the stability analysis to the CdS system; [ %a 1-1

the identical procedure is applicable to the GaAs/GaAlAs IT(x) = a I - -T1(X) [E,,(x) + REp(x)] tIE1,(x),

system treated here, and the results are qualitatively the L
same. Considering the general solution of the physical (Na

quantities such as EFJ(x, t) as the sum of the steady-state bI((x) = (23b)
solution [E.B(x)1. obtained earlier and a small transient R.tI 1 .x_,1T

variation, 6EFB(x, t), i.e., where the intensity I is normalized by taking the surface

= J + tE (x, 0, conductivity to be unity and R = (v - 1)/(\ + 1).
EF , t) t) E5 .I(x)L Efwe express hER.n(x) in terms of their Fourier transforms,

T(x, t = T(x, t), + 6 T(x, t),

tIF.lt(x) = exp(k27rinx/L)5E1 ., , ", (24)
we obtain from Eqs. (2) n =O



18 J. Opt. Soc. Am. B/Vol. 5, No. i/January 1988 Bowden ct at.

where the upper (lower) sign is taken for hkp. (3EB), and tem consisting of the radiation field interacting with matter
eliminate iT(x), using Eq. (23a), in Eqs. (22), these equa far from thermodynamic equilibrium.
tions yield The spatial first-order phase transition ma' be observed

(X + ikC + gd)bEF) = 0, (25a) directly by low-intensity transverse field absorption in the
material. We anticipate that experiments will be conducted

(X - iknc + g)SE, 'a = O, (25b) in the future to test these fundamental interpretations.

where, at x = 0,

+ 2( E,(0)En/(<Ai - 1)1 R

gF =  o, 1. C. M. Bowden, "Intrinsic optical histability," in Quantun )p-
F aOW) (26a)_
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